AOMO: An Al-aided Optimizer for Microservices Orchestration

Cost-effective and high-performance microservices
orchestration is a challenge for Microservice Management
Service Providers (MMSPs). Current microservices scheduling
mechanisms cannot obtain the optimal solution for large-scale
microservices within a short period of time [1] and scaling
mechanisms are either threshold-based or semi-automatic. In
this case, the resources of the cluster are not fully utilized which
increases unnecessary costs of MMSPs.

To address the downsides mentioned above and reduce the
total costs of MMSPs, in this paper, we propose AOMO, an Al-
aided Optimizer for Microservices Orchestration, which can
achieve cost-effective and high-performance microservices
orchestration across microservices’ lifecycle. To improve the
resource utilization of cluster, we propose a ranking-based p-
batch scheduling mechanism, which adopts pairwise ranker to
obtain the scheduling plan rapidly for large-scale microservices.
To improve the scaling agility of microservices, we propose a
proactive prediction-based scaling mechanism, which performs
scaling operation in advance based on the prediction of
resource usage.
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We propose a ranking-based p-batch scheduling mechanism to
determine the deployment plan of microservice instances and
achieve rapid and cost-effective deployment.

We propose a proactive prediction-based scaling mechanism,
which can automatically scale microservices in advance based

on the resource usage prediction.
The Bidirectional Long Short-

Term Memory (BI-LSTM) model
is adopted to predict the
resource (e.g. CPU and Memory)
usage of microservices in the
next 15 minutes.

This scaling mechanism can effectively avoid resource usage
reaching the threshold and mitigate resource contention and
service disruption.
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We adopt public Alibaba Cluster Data [3] to assess the accuracy
of resource usage prediction. The average RMSE is 2.85.
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PERFORMANCE COMPARISON BETWEEN THE KS8s Scheduler AND THE AMIO Scheduler.
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4 Ranking-based
Pairwise ranker is adopted and trained offline with millions of data generated by the ranker
simulator. With the scheduling principle of preferring active nodes than inactive nodes and
making the ratio of consumed CPU to Memory close to the ratio of allocatable CPU to
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